Updated Investigation of
PLIF for use by COBRA

Jake Lawson



What is PLIF

e Planar Laser Induced Fluorescence

e A PLIF system works by using a laser to fluoresce a specific tracer (like acetone) in a flow field

e The fluorescence can then be captured by a camera

e The intensity values can then be used to determine density of the tracer in the flow field

e The PLIF chamber is used to understand the density and shape of gas as it comes out of the gas puffer

e The gas puffer is used for some COBRA experiments so for those measurements to be accurate we
need to know how the gas behaves initially



How Should PLIF Behave?
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e Equation: Sf = y
las

e S;istherecorded fluorescence signal per volume

e Allvariables in the equation are constant for our PLIF system except N, which is the number density
of the tracer (Acetone)

e This formula suggests that the fluorescence signal should be linearly related to the number density of
Acetone



|ssues prior to Investigation

e Unresolvable at low density

e Intensity appears to not scale linearly with pressure
o  The density of a shot depends on the pressure that the reference shot was taken at
o Acetone% could be changing
o  Systematic error?

e How does injected density scale with plenum pressure

e Non trivial differences in intensity with same pressure in the chamber between runs



Linearity of PLIF

Plot of all Files given

* Previously | found that
density scaled exponentially
with intensity not linearly
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* This was found by doing
calibration sweeps from
around .1 to 3 torr in steps
of .1 torr, the average
intensity values in the path
of the beam were then
calculated at each pressure
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there is a large day to day
difference in the PLIF system



Exponential Calibration method

* Due to the . Exponential Calibration Curve

exponent|a| —_ Exponential Best Fit Curve
. . . « Calibration Data
relationship, if
intensity is given, an
exponential
calibration curve is
needed to get
accurate data
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* This figure has all the
data points for the
previously shown
sweeps and an
exponential best fit
curve for the data
points
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Exponential Calibration Code in PYTHON

Input calibration chamber pressures - P,,; [scalar]

Input room temperature - T [scalar]

cal

" : P
Calculate calibration number density - n.4; = T [scalar]
B

Import and average 5 vacuum shots - [, [array]

Import calibration images in groups (usually 5), subtract I,,,. from each, then average the groups

> 1(Icar, 1
together - 1.4 = Zn=a Casl” =22 [array]

> (I ~1I
Repeat last process for shot data - Ig;0r = En=a Sh;t” vac) [array]

Take I.,; and find average intensity in the path of the beam for each group - A.4; [scalar]

Acql
Fit n.q; and A4; for each group to the equationn., = a - (e b — 1) with fitting parameters a, b

For every pixel in I+ apply the above equation to get a number density at that pixel - Ngj ot [array]
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—— Exponential Calibration Method
—— Linear Calibration Method at 0.90 Torr

Linear Calibration Method at 1.90 Torr

{ —— Linear Calibration Method at 2.90 Torr
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Intensity Not Continuous Along Beam Path

* Also, | found that in
the calibration
images, intensity is
not constant in the
horizontal direction
parallel to the beam
path (butis in the
vertical direction
perpendicular to the
beam path)

* This looks like it
could be due to laser
attenuation but
based on attenuation
length, not the case
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Intensity not Horizontally
Continuous
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* To correct for this, in the area where
the shot data is, | started taking
smaller columns of 10-20 pixels in
width and calibrating those columns
individually, which was able to
correct for the drop in intensity in
the horizontal direction

Pixel
Intensity
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* Before adjusting for horizontal
inconsistency, the left and the final
plot images were asymmetrical, but
introducing the columns has helped
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Example Vacuum Image
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e PLIF camera gets saturated as
the measured intensity
increases, which is probably
what causes the exponential
relationship between
intensity and density
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* This should not affect the
calibration process because a
best fit curve can still be
made from the calibration
data, and the curve can be
used to calibrate the density
of the shot data
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Apparent Dependence on Working Gas

* Even after adjusting Plot of all Files given
for the calibration
factor for each gas
on the
thermocouple
pressure gauge,
there is a difference
in the calibration 2o
curves for Argon 5
C 800

and Neon
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